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(57) ABSTRACT

A system and method for sharing playlists within a network
includes a first storage device having a first playlist compris-
ing first playlist data corresponding to stored content and a
second storage device having a second playlist comprising
second playlist data corresponding to stored content. The
system also includes an aggregation server in communication
with the first storage device and the second storage device that
receives the first playlist and the second playlist. The aggre-
gation server aggregates the first playlist data and the second
playlist data to form an aggregated playlist having aggregated
playlist data and forms an index list corresponding to the
aggregated playlist. A first aggregation client is in communi-
cation with the aggregation server and receives the index list
from the aggregation server.
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1
METHOD AND SYSTEM FOR SHARING
PLAYLISTS FOR CONTENT STORED
WITHIN A NETWORK

TECHNICAL FIELD

The present disclosure relates generally communicating
between a server and a client device, and, more specifically, to
amethod and system for displaying and communicating play-
lists for content available within a network.

BACKGROUND

The statements in this section merely provide background
information related to the present disclosure and may not
constitute prior art.

Satellite television has become increasingly popular due to
the wide variety of content and the quality of content avail-
able. A satellite television system typically includes a set top
box that is used to receive the satellite signals and decode the
satellite signals for use on a television. The set top box typi-
cally has a memory associated therewith. The memory may
include a digital video recorder or the like as well as storage
for the operating code of the set top box. Because of the
numerous components associated with the set top box, the set
top box for each individual television is relatively expensive.

A satellite television or cable television system has a set top
box associated with a television or display. The set top box is
used to decode and process the signals. The set top box may
also include a storage device, such as digital video recorder
that stores content for later viewing. A list of content that is
available from a set top box is referred to as a playlist. Typi-
cally, each set top box can only play content to the television
or display associated with the set top box.

In more recent systems, a net work or pseudo-network may
allow content from one set top box to be displayed or played
back through another set top box. One problem associated
therewith is providing the other set top boxes with informa-
tion available from the other set top boxes without unduly
burdening the network.

SUMMARY

The present disclosure provides a system and method for
providing a playlist index to clients on the server. The index
contains less information than the entire playlist. The index
thus requires less resources for storing the content within
each client device. When the client device is about to view
playlist data, the client device may obtain the playlist data and
store the playlist data in a cache for subsequent viewing. The
playlist data may only be maintained in the cache for a short
amount of time when it is likely to be used.

In one aspect of the disclosure, a method includes forming
a first playlist having first playlist data corresponding to
stored content within a first storage device, forming a second
playlist having second playlist data corresponding to stored
content within a second storage device, communicating the
first playlist and the second playlist to an aggregation server,
aggregating the first playlist data and the second playlist data
to form an aggregated playlist having aggregated playlist
data, forming an index list corresponding to the aggregated
playlist and communicating the index list to a first aggrega-
tion client.

In a further aspect of the disclosure, a system for sharing
playlists within a network includes a first storage device hav-
ing a first playlist comprising first playlist data corresponding
to stored content and a second storage device having a second
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2

playlist comprising second playlist data corresponding to
stored content. The system also includes an aggregation
server in communication with the first storage device and the
second storage device that receives the first playlist and the
second playlist. The aggregation server aggregates the first
playlist data and the second playlist data to form an aggre-
gated playlist having aggregated playlist data and forms an
index list corresponding to the aggregated playlist. A first
aggregation client is in communication with the aggregation
server and receives the index list from the aggregation server.

Further areas of applicability will become apparent from
the description provided herein. It should be understood that
the description and specific examples are intended for pur-
poses of illustration only and are not intended to limit the
scope of the present disclosure.

DRAWINGS

The drawings described herein are for illustration purposes
only and are not intended to limit the scope of the present
disclosure in any way.

FIG.1isahigh level block diagrammatic view of a satellite
distribution system according to the present disclosure;

FIG. 2 is a block diagrammatic view of network having
clients and servers according to their present disclosure;

FIG. 3 is a block diagrammatic view of an aggregation
client device;

FIG. 4 is a block diagrammatic view of an aggregation
server;

FIG. 5 is a block diagrammatic view of a set top box;

FIG. 6 is a diagrammatic view of an index table;

FIG. 7 is a diagrammatic view of a cache table;

FIG. 8 is a flowchart of a method for receiving and pro-
cessing content for a playlist;

FIG. 9 is a flowchart of a method for displaying the playlist
on an aggregation client;

FIG. 10 is a flowchart of a method for receiving content;

FIG. 11 is a screen display illustrating an aggregated play-
list displayed from an aggregation client;

FIG. 12 is a flowchart of a method for finding a server
within the network;

FIG. 13 is a flowchart for a method for updating a playlist;

FIG. 14 is a method for blocking access to an updating
playlist;

DETAILED DESCRIPTION

The following description is merely exemplary in nature
and is not intended to limit the present disclosure, application,
or uses. For purposes of clarity, the same reference numbers
will be used in the drawings to identify similar elements. As
used herein, the term module refers to an Application Specific
Integrated Circuit (ASIC), an electronic circuit, a processor
(shared, dedicated, or group) and memory that execute one or
more software or firmware programs, a combinational logic
circuit, and/or other suitable components that provide the
described functionality. As used herein, the phrase at least one
of' A, B, and C should be construed to mean a logical (A or B
or C), using a non-exclusive logical OR. It should be under-
stood that steps within a method may be executed in different
order without altering the principles of the present disclosure.

The following system is described with respect to a satellite
system. The communication system may be implemented in a
terrestrial system such as a broadband system, cable system
or telephone-type system. Optical fiber and wireless distribu-
tion may also be used in the broadband distribution system.
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Further, many other types of content delivery systems are
readily applicable to the disclosed systems and methods. For
example, other wireless distribution systems, wired or cable
distribution systems, cable television distribution systems,
ultra-high frequency/very high frequency radio frequency
systems, or other terrestrial broadcast systems may be used.
Local multi-point distribution systems, Internet protocol—
(IP) based distribution systems, cellular distribution systems,
power-line broadcast systems, and point-to-point or multicast
Internet protocol delivery networks may be used.

The following disclosure is made with respect to the deliv-
ery of video such as television, movies, music videos, and the
like. It should also be understood that the systems and meth-
ods disclosed herein could also be used for the delivery of any
media type, for example, audio, music, data, files, web pages,
games, etc. Additionally, throughout this disclosure reference
is made to data, information, program, movies, assets, video
data, etc. However, it will be readily apparent that these terms
are substantially equivalent in reference to the example sys-
tems and methods disclosed herein. Therefore, the present
disclosure is applicable to the many types of content
described above.

Referring now to FIG. 1, a communication system 10 is
illustrated. Communication system 10 includes a content pro-
cessing system 12 that is used as a processing and transmis-
sion source. A plurality of content providers 14, only one of
which illustrated, may provide content to the content process-
ing system 12. The content processing system 12 receives
various types of content from a content provider 14 and com-
municates the content to system users.

The content processing system 12 communicates with
various user systems through a content delivery system 16.
The content delivery system 16 may be one of the various
types of systems such as a wired, wireless, Internet Protocols,
cable, high frequency system, etc. described above. In this
case, a satellite system is illustrated but should not be consid-
ered limiting.

Carrying through with the satellite example, the content
processing system 12 includes an antenna 18 for communi-
cating processed content through an uplink 20 to a satellite
22. The satellite 22 may include a receiving antenna 24 and a
transmitting antenna 26. The receiving antenna 24 receives
the uplink signals 20 from the satellite antenna 18. The trans-
mitting antenna 26 generates downlinks 28 and communi-
cates the downlinks 28 to various user devices.

A fixed user system 30 receives the downlink signals 30
through a receiving antenna 32. The fixed user system 30 is a
fixed user system meaning it is stationary. However, some
components may be mobile components. The fixed user sys-
tem 30 may be deployed within a building such as a single-
family household, a multi-dwelling unit, or a business.
Details of the fixed user system are provided below.

The present disclosure is also applicable to a mobile user
system 40. The mobile user system 40 may include a satellite
antenna 42. The satellite antenna 42 may be a tracking
antenna to account for the mobility of the mobile user system.
This is in contrast to the antenna 32 of the fixed user system
that may be fixed in a single direction. The mobile user system
40 may include systems in airplanes, trains, buses, ships, and
the like.

The fixed user system 30 and the mobile user system 40
may be in communication with a network 50. The network 50
may be a single network or a combination of different net-
works or different types of networks. The network 50 may, for
example, be a broadband wired network or wireless network.
The network 50 may be a one-way network so that data or
content may be communicated from the fixed user system 30
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or the mobile user system 40 through the network 50 to the
content processing system 12 and the central distribution
server 16. Likewise, the network 50 may also be one-way in
the other direction so that the content distribution server 16
may communicate content data or other control signals such
as a reset signal through the network 50 to the fixed user
system 30 and the mobile user system 40. The network 50
may also be a two-way network so that communications may
take place between the content processing system 12, which
includes the distribution server 16, and the fixed user system
30 and the mobile user system 40.

Referring now to FIG. 2, a fixed user system 30 is further
illustrated in further detail. While the fixed user system 30 is
illustrated, the teachings here may also be applied to the
mobile user system 40 illustrated in FIG. 1. It should also be
noted that the fixed user system 30 includes various compo-
nents by way of illustration. The numbers of components may
vary depending upon the individual system. In this system, a
set top box 110 is illustrated. The set top box 110 may include
alibrary holder module 112, an aggregation server 114 and an
aggregation client device 116. The library holder module 112
may have a storage device 118 associated therewith. The
library holder module 112 may have a library of content and
a playlist associated with the content stored therein. The
stored content is available for playback from the storage
device 118. The playlist is a list of the content that may
include identifiers and informational data used by the storage
device and other systems to locate the data and provide infor-
mation regarding the data. The storage device 118 may
receive content from the antenna 32 for storage within the
storage device 118.

The library holder module 112 may have a playlist associ-
ated with the content within the storage device 118. The
library holder module 112 may communicate the playlist to
the aggregation server 114. The aggregation server 114 may
also receive playlists from a second library holder 120 that
may also be disposed within a set top box 122. The aggrega-
tion server 114 combines or aggregates the playlist from each
of the library holder modules 112, 120 into an aggregated
playlist.

The aggregated playlist within the aggregation server 114
may be used to generate an index table that is communicated
to the aggregation client device 116. The index table has less
data than the data in the play list. The index table is a list of
data that corresponds to each item of the playlist. The index
table includes indices used for identification and retrieval of
data and full playlist descriptions and titles. The index table
will be described in more detail below. Other aggregation
client devices may also be in communication with the aggre-
gation server 114. A second aggregation client device 124 is
illustrated as receiving the index table from the aggregation
server 114. Various numbers of aggregation client devices
may be found within a user system.

Although the aggregation server 114 is illustrated within
the settop box 110, the system does not necessarily include an
aggregation server 114 within a set top box. An aggregation
server 126 is illustrated outside of a set top box environment.
The aggregation server 126 may, for example, be a stand-
alone computer or file server. The aggregation server 126 may
receive the playlist from the library holder module 112 and
120 and generate the index table. The aggregation server 126
may be used in place of the aggregation server 114. The
aggregation server 126 may also be used together with the
aggregation server 114 or another aggregation server located
outside of the set top box 110. The aggregation server 126
may be a back up aggregation server that is used in place of



US 9,258,175 B1

5

the aggregation server 114 ifthe aggregation server 114 expe-
riences communication difficulties or other difficulties.

As will be further described below, the aggregation client
device 116 and 124 may have a display 130 associated there-
with. The set top box 122 may also have a display 130 asso-
ciated therewith. The display 130 may be a television or other
type of monitor used for displaying content and menus to a
user of the various devices.

The aggregation client devices 116, 124 may also be used
for displaying an aggregated playlist from which a selection
may be made to display content from one of the library holder
modules 112, 120 within the user system 130. The aggrega-
tion client device 116, for example, may generate a selection
from the aggregated playlist or the index associated with the
aggregated playlist. The aggregation client device 116 may
communicate the selection with the indices associated there-
with to the aggregation server 114. The aggregation server
114 may then communicate with the library holder module
112, 120 based upon the indices. The aggregation server
module will communicate the indices that may include the
aggregation client device identifier to the library holder mod-
ule. The library holder module may thus communicate con-
tent directly to the aggregation client device. That is, the
content may be communicated directly to the aggregation
client without being communicated through one of the aggre-
gation servers.

The fixed user system 30 may also include a local area
network 140. The local area network 140 may be an internet
protocol (IP) network through which an index table may be
communicated from the aggregation servers to the aggrega-
tion client devices, the library holder modules may commu-
nicate content directly to an aggregation client device.

Referring now to FIG. 3, an aggregation client device 210
is illustrated. The aggregation client device 210 may be the
aggregation client device illustrated in FIG. 1 as referenced
numerals 116 or 124. The aggregation client device 210
includes an interface module 212. The interface module 212
may control communications between the local area network
50 illustrated in FIG. 2 and the client device 210. The inter-
face module 212 may communicate from the aggregation
client device 210 using formatted signals from the format
module 214. The format modules 214 may place any com-
munication into a format desirable to communicate with the
aggregation’s server. As mentioned above, the aggregation
client device 210 may receive an index table having indices
therein from an aggregation server, playlist entries from the
aggregation server and content from a library holder.

The interface module 212 may be in communication with
an index request module 216. The index request module 216
may request an index or index update from the aggregation
server. The index request module 216 when requesting an
update may provide the last version of the update so that only
updates from the last version forward may be provided. The
index request module 216 may store the index in a memory
218. The memory 218 may include an index memory 220 and
a cache memory 222. The index memory 220 may store the
index table that corresponds to the index of the aggregated
playlist.

The index table may not be displayed but rather playlist
content may be displayed. A visualization buffer 230 may be
provided that allows the aggregation client device 210 to
display content on the display associated with the aggregation
client device. The visualization buffer 230 may store data for
displaying on the screen display. The visualization buffer 230
may also store additional data that corresponds to data that the
prediction module 232 predicts that the user may eventually
need to display the playlist material. The prediction module
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232 is in communication with a user interface module 234.
The user interface module 234 controls the aggregation client
device in response to a remote control device or button press-
ing device. The user interface module 234 may provide key
command signals to the prediction module 232 that predicts
where the next block of data may be so that the request
module 216 may request the playlist data that corresponds to
the index data that may be required to be displayed. The
playlist data that is retrieved from the aggregation server may
be stored within the playlist cache 222. A cache maintenance
module 236 may be in communication with the cache 222 and
the prediction module 232. The cache maintenance module
236 may remove data from the cache that is no longer pre-
dicted to be or about to be displayed.

The aggregation client device 210 may also include a con-
tent receiving module 240. The content receiving module
may receive content from a library holder. The content receiv-
ing module 240 may receive content and prepare the content
for display on the display (illustrated in FIG. 2) associated
with the aggregation client device. The content receiving
module may demodulate or decode the signal depending
upon the type of communication system between the library
holder and the aggregation client.

Referring now to FIG. 4, an aggregation server 310 is
illustrated, the aggregation server 310 may be one of the
aggregation servers 114, 126. The aggregation server 310
includes a network interface module 312 that is used for
interfacing with the network 50 illustrated in FIG. 2. The
network interface module 312 allows the aggregation server
to communicate with both the library holders and the aggre-
gation clients.

The aggregation server 310 may also include a playlist
retrieval module 314 that is used for retrieving the playlists
from the various library holders. Various formatting signals
may be used to request the playlists from the library holders.
The playlist retrieval module 314 may sequentially query the
library holders so that the playlists may be retrieved.

A playlist aggregation module 316 is used to aggregate the
playlist from the library holders. The playlist aggregation
module 316 combines playlists from multiple library holders
and forms one list therefrom. The playlist may include vari-
ous informational data and locational data for the content
stored with the storage devices on the network.

The playlist aggregation 316 may be in communication
with a playlist sort module 318. The playlist sort module 318
may sort the playlist from the playlist aggregation module
into a various order. The various order may include alphabeti-
cal or a time-based order. Other types of orders may also be
provided. The playlist sort module 318 may also remove
duplicates there from. The playlist sort module 318 may be
provided to a memory such as a cache memory 320. The
cache memory 320 may store the playlist sort module therein.

An index aggregation module 324 may also be included in
the aggregation server 310. The index aggregation module
324 may generate an index table corresponding to the playlist
entries. As mentioned above, the index table may include an
extremely data shortened list that is easily provided to each of
the aggregation clients. The index aggregation module 324
may store the index table in an index memory 326.

The aggregation server 310 may also be used to generate
updates and communicate the updates to the individual aggre-
gation clients. A playlist update module 330 may be used to
determine playlist updates received from the library holders.
The playlist update module 330 may generate a version num-
ber for the updates. An index update module 332 may gener-
ate an index corresponding to the updates to the playlist. The
index updates may be stored in the index memory 326.
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The aggregation server 310 may also include an IP table
340. The IP table may provide a way for the aggregation
server to identify a library holder by an IP address. The IP
address may include a significant number of bits and there-
fore may be too large to communicate in the index table to
each aggregation client. Since only a limited number of
aggregation clients, such as 10, may be provided in a system
each aggregation client may merely be numbered with a one
bit or two bit identifier. The IP table may be used by the
aggregation server to look up the corresponding address of
the library holders based upon the index table selection so that
the content desired by the aggregation client may be
requested from the library holder so it can be sent to the
aggregation client directly.

Referring now to FIG. 5, a set top box 110 is illustrated in
further detail. The server 110 is used for communicating with
aggregation servers 114 and aggregation client devices 116.
The set top box device 110 may act as a set top box for various
types of signals such as satellite signals or cable television
signals. As mentioned above, the set top box 110 may be in
communication with various external content sources such as
satellite television, cable television, the Internet or other types
of data sources.

A front end 408 may be provided for processing signals, if
required. It is possible for some signals. When in communi-
cation with television sources, the front end 408 of the server
device may include a plurality of tuners 410A-E, a plurality of
demodulators 412A-E, a plurality of forward error correction
decoders 414A-e and any buffers associated therewith. The
front end 408 of the set top box 110 may thus be used to tune
and demodulate various channels for providing live or
recorded television ultimately to the client device 122. A
conditional access module 420 may also be provided. The
conditional access module 420 may allow the device to prop-
erly decode signals and prevent unauthorized reception of the
signals.

A format module 424 may be in communication with a
network interface module 426. The format module may
receive the decoded signals from the decoder 414 or the
conditional access module 420, if available, and format the
signals so that they may be rendered after transmission
through the local area network through the network interface
module 426 to the client device.

A memory 434 may also be incorporated into the set top
box 110. The memory 434 may be various types of memory or
a combination of different types of memory. These may
include, but are not limited to, a hard drive such as a digital
video recorder, flash memory, ROM, RAM, keep-alive
memory, and the like. The memory 434 may contain various
data such as recorded content files.

An HTTP server module 444 may also be in communica-
tion with the network interface module 426. The HT TP server
module 444 may allow the set top box 110 to communicate
with the local area network. Also, the HTTP server module
may also allow the server device to communicate with exter-
nal networks such as the Internet.

A remote user interface (RUI) server module 446 may
control the remote user interfaces that are provided from the
set top box 110 to the client device 122.

A clock 450 may also be incorporated within the set top
box 110. The clock 450 may be used to time and control the
various communications with the various client devices 122.

A control point module 452 may be used to control and
supervise the various functions provided above within the
server device.

The set top box 110 may also include a resource manager
module 460 that is in communication with a conflict resolver
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module 462. The resource manager module 460 may be in
communication with a network interface module 426. The
network interface module 426 may receive signals such as
control signals or selection signals from various client
devices. The resource manager module 460 may identify
when a conflict arises from a conflict-causing request
received from one of the client devices.

A conflict may arise when a concurrent view or service
activity requires more resources than those available at the
server device.

The set top box 110 may also include a registration module
470 in communication with the control point module 452.
The registration module 470 may allow registration ofa client
device with the aggregation server device. Registration
between an aggregation client device and a set top box 110
may be mandatory before the server device will provide con-
tent to the server device. The registration module 470 may be
used to generate an identifier and display the identifier on a
display 472. A registration mode may be entered through a
user interface 474. The user interface may be a keypad on the
server device or a graphical user interface that is displayed on
the display 472. The user interface 474 may enter a registra-
tion mode and the registration module 470 may generate the
identifier on the display 472. The network interface module
426 may receive a second identifier from a new or moved
client device. The registration module 470 may compare the
received identifier with the identifier that was displayed pre-
viously on the display 472. The client device may then be
registered when the two identifiers are the same.

The set top box 110 may also include a playlist manage-
ment module 472. The playlist management module 476 may
be in communication with memory 434. The playlist man-
agement module 476 may be responsible for generating a
playlist corresponding to the contents within the memory. As
will be described below, the playlist may include various data
that ultimately is used to form the aggregated playlist at the
aggregation server. The playlist management module 476
may also be used for communicating the presence of updates
of the playlists through the network interface module 426 to
the aggregation server.

Referring now to FIG. 6, an index table 510 is illustrated.
The index table 510 is illustrated as having a plurality of rows
that correspond to each entry or content title in a playlist. In a
data sense, the content of the index table may be fed in a
preformatted stream to the aggregated client without having
to use an actual “table.” Only one row is illustrated in the
present example and is populated by letters A-D which, in a
practical environment may be numerals or other alpha-nu-
meric identifiers. The index table 510 may include an index
sorting key 512 that corresponds to a sort that may be per-
formed. For example, the index sorting key may merely be a
number in a list. That is, in an alphabetical list numeral 512
may correspond to the position within the list. The index
sorting key may also correspond to a time of recording and
therefore the numeral 512 may correspond to the time posi-
tion within a list. More than one index sorting key may be
provided.

The index table 510 may also include a playlist holder
number 514. The playlist holder number corresponds to the
address or identifier for the playlist holder.

The recording identifier 516 may be an identifier used to
identify the recording by the library holder. The recording ID
516 may correspond only to the recording number within the
library holder. A parent identifier 518 corresponds to the
library holder file folder within which the content is stored.

Referring now to FIG. 7, a cache table 610 is illustrated.
The cache table 610 may include various entries including a
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playlist holder number 612 that corresponds to the playlist
holder number from the index table. The cache table 610 may
also include a recording 1D 614 that corresponds to the
recording identifier 516 in the index table 510. A parent 1D
616 may also correspond to the parent ID 518 illustrated in the
index table.

In addition, the cache table may also include a time stamp
618 corresponding to the time that the content was recorded.
A title 620 may also be provided. The title may include a full
or abbreviated title for the content that is to be displayed on a
screen display.

A description field 622 may also be included. A description
field may include various data about the content including the
actors or actresses, a genre, a description of the programming,
a time of the programming, the network of the programming
and other suitable data. As can be seen, the cache table pro-
vides much more information than the index table. Each
content title of the playlist may include each of the categories
of the cache table. Although, in certain embodiments not
every one of the categories are required to be provided. As is
demonstrated, the playlist and cache have a greater amount of
data per content title than the index.

Referring now to FIG. 8, a method for operating the system
is set forth. In step 810, a set top box having a library holder
receives content files. In step 812, a recording library is
formed at each library holder that has a plurality of content
files. The recording libraries 812 may be stored within a
digital video recorder. In step 814 a playlist entry may be
generated for each of the content files. The playlist entries
may correspond to the entries described above with respect to
the cache table 610. In step 816 the playlist is generated from
the playlist entries for each library holder.

In step 818 the aggregation server retrieves the playlist
from each library holder. In step 820, the playlists are aggre-
gated from each of the library holders to form an aggregated
playlist. In step 822 the playlist may be sorted. The playlist
may be sorted according to various sort criteria including
alphabetical, numerical or the like. The index table is stored
within the aggregation server. In step 826 the index table may
also be sorted at the aggregation server. In step 828 the aggre-
gated index table that corresponds to the aggregated playlist
may be communicated to the aggregation clients.

Referring now to FIG. 9, the operation of aggregation
clientis set forth. In step 910 the index table having a plurality
of indices is communicated to the aggregation server to the
aggregation client. In step 910 the index table is received and
stored within the aggregation client. In step 912 the user uses
the remote user interface to select an aggregated playlist.
However, as mentioned above the entire aggregated playlist
may not be stored within the aggregation client but rather the
index table.

In step 914 the data display associated with the index table
is predicted. Only a certain number of rows of the aggregated
playlist may be displayed.

Step 914 attempts to predict the movement of the screen
display so that the next available playlist content is available
from the cache. The movement refers to the relative move-
ment of visible data of the display area. In step 916 the indices
within the index table or list that correspond to the predicted
display are communicated to the aggregation server.

In step 918 the playlist data corresponding to the indices
that are about to be displayed are communicated to the client
from the aggregation server.

In step 920 the playlist data is stored within a cache. In step
922 the playlist is displayed on the display that is associated
with the aggregation client. In step 924 the cache data may be
deleted when no longer needed. As mentioned above, the
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aggregation clients may be a simple client with very small
amounts of memory. The cache data may thus be deleted
when it is predicted that the cache data is no longer required.
This allows the cache to be freed for other predicted data.

Referring now to FIG. 10, after a playlist is communicated
to the aggregation client, the aggregation client may then
request a content selection from a storage device or a library
holder. In step 1010 a selection is formed at the aggregation
client. The selection is formed by making a selection with a
graphical user interface such as the menu of the playlist that is
displayed. A remote control device or push buttons are
selected or depressed to form a selection signal. In step 1012
the indices that correspond to the selection are communicated
to the aggregation server. The indices correspond to the play-
list selection highlighted on the screen display. The indices
within the index table may include the library holder identifier
and the recording ID which is mapped at the integration
server.

In step 1014 the IP address of the library holder may be
looked up in a look up table within the aggregation server. In
step 1016 the selection request or indices such as the record-
ing identifier may be communicated to the library holder. It
should be noted that the indices may also include a parent
identifier which links the item to a folder within the library
holder. In step 1018 content corresponding to the selection is
communicated from the library holder to the aggregation
client. The communication between the library holder and the
aggregation client may be performed directly through the
local area network. That is, the library holder may commu-
nicate directly with the aggregation client without the aggre-
gation server acting as an intermediary. In step 1020 the
content may be viewed directly on the screen display. The
aggregation client may allow for some buffering to mask
temporary slow downs in the network.

Referring now to FIG. 11, an example of an aggregated
playlist is set forth. In this example, the aggregated playlist
includes a date column, a title column, and a description
column. However, various other types of columns and data
may be provided. In this example, the columns are sorted in
date order. However, the titles may also be sorted in a different
order, such as title order. Contents from the playlist may be
obtained from one or more library holders.

The aggregated playlist 1110 may have a selection box
1112 that highlights a particular content. The selection box
1112 may, for example, be moved using arrow keys on a
remote control. The selection box in the present example
corresponds to a date of June 12, a title “Junior Golf Cham-
pionship” and a description “Ben Mierzwa Hosts This Golf
Classic.” The titles and descriptions may have various lengths
that may be limited by system requirements. The arrow keys
may move the selections up or down. Arrow keys 1114 and
1116 toward the bottom of the screen display may allow the
aggregated playlist to scroll up and down. As the aggregated
playlist is scrolled down, indices within the aggregated client
are communicated to the aggregation server so that playlist
data may be communicated to the cache of the aggregated
client so that the playlist data is ready to be displayed when
required.

After moving the selection box 1112 to a desired location,
an enter key or selection key on a remote control or keypad on
the set top box may be selected. The indices corresponding to
the playlist title are communicated back to the aggregation
server from which the library holder is requested to transfer
the content to the aggregation client as described in FIG. 10.

Referring now to FIG. 12, communication between the
aggregation client and aggregation server must be main-
tained. This allows the aggregation client to receive updates
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as the playlists change. In step 1210 the first search request is
communicated from the aggregation client to the first server.
The first search request is a search for an aggregation server.
The search request may be communicated periodically. In
step 1212 if a response from the aggregation client is
received, the system may wait a predetermined time in step
1214 before sending another search request. In this manner
the aggregation client maintains communication with the
aggregation server.

5

In step 1212 if a response is not received step 1216 com- 10

municates a search request to a second server if a response is
not received in step 1218, step 1210 is then again performed.
In step 1218 if a response is received then an index table or
updates are communicated from the second server in step
1220.
The process in FIG. 12 presumes that a second server is
found on the network. If a second server is not found on the
network steps 1210 through 1214 are continually performed.
Referring now to FIG. 13, when updates are available, the
updates may be provided in versions to the aggregation cli-
ents. In step 1310, it is determined whether an update is
available to the playlist. If an update is available, an update is
received from the library in step 1312. In step 1314 an indices
table update may be generated that corresponds to the update.
In step 1316 the index update version may be communicated
to the aggregation clients. The index update versions may be
communicated to the aggregation clients as generated. The
aggregation clients may store the various versions in step
1318. In step 1320 if a client is off the network and is not
returning, step 1322 ends the process. If the client is off the
network and is returning step 1322 communicates the current
index revision number from the client to the aggregation
server. In step 1324 the updates or update version or versions
are communicated to the client that are later than the current
index version for the aggregation client. That is, the aggrega-
tion client may then receive all of the versions up to the
previous version when coming back into the network.
Referring now to FIG. 14, when a partial playlist joins the
network, step 1410 determines whether a new partial playlist
holder is joining the network. In step 1412 the partial playlist
is downloaded from the library holder to the aggregation
server. Step 1412 initiates the download process. In step 1414
the publication ofthe playlist through the indices to the aggre-
gation client may be prevented. In step 1416 the visualization
of'the new record holder playlist records may be blocked from
visualization at the aggregation client. In step 1418 a flag
indicating the temporary activity the holder may be gener-
ated. In step 1420 if the downloading of the playlist is com-
plete, step 1422 publishes the playlist. By publishing, the
playlist updates may be provided to the aggregation clients
having a new version of the index table that correspond to the
new entries from the added library holder.
Those skilled in the art can now appreciate from the fore-
going description that the broad teachings of the disclosure
can be implemented in a variety of forms. Therefore, while
this disclosure includes particular examples, the true scope of
the disclosure should not be so limited since other modifica-
tions will become apparent to the skilled practitioner upon a
study of the drawings, the specification and the following
claims.
What is claimed is:
1. A method comprising:
forming a first playlist having first playlist data corre-
sponding to stored content within a first storage device;

forming a second playlist having second playlist data cor-
responding to stored content within a second storage
device;
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communicating the first playlist and the second playlist to

an aggregation server;

aggregating the first playlist data and the second playlist

data to form an aggregated playlist having aggregated
playlist data;

forming an index list corresponding to the aggregated play-

list; and

communicating the index list to a first aggregation client.

2. A method as recited in claim 1 further comprising sorting
the index list at the first aggregation client.

3. A method as recited in claim 1 further comprising pre-
dicting indices from the index list that correspond to a visu-
alization buffer.

4. A method as recited in claim 3 further comprising pre-
dicting indices comprises predicting indices larger than
required for a screen display for the visualization buffer.

5. A method as recited in claim 4 further comprising
requesting playlist data from the aggregation server based on
the indices corresponding to the visualization buffer.

6. A method as recited in claim 1 further comprising select-
ing a display entry at the first aggregation client to form a
selection;

communicating indices corresponding to the selection to

the aggregation server;

communicating at least one of the indices to the first stor-

age device; and

communicating content corresponding to the selection

from the first storage device to the first aggregation
client through a network.

7. A method as recited in claim 6 wherein communicating
content corresponding to the selection from the storage
device to the first aggregation client through a network com-
prises communicating content corresponding to the selection
from the storage device to the first aggregation client directly
through a network.

8. A method as recited in claim 6 wherein the indices
corresponding to the selection comprises a playlist holder
identifier and a recording identifier.

9. A method as recited in claim 1 wherein the first aggre-
gation client comprises a map for converting indices to a IP
address for the first storage device.

10. A method as recited in claim 1 wherein the index list has
a first data size less than a second data size of the aggregated
playlist.

11. A method as recited in claim 1 wherein forming an
index list comprises forming a first sorting key and a second
sorting key for first playlist content and further comprising
sorting the index list using the first sorting key at the first
aggregation client.

12. A method as recited in claim 11 further comprising
sorting the index list using the second sorting key at the first
aggregation client.

13. A method as recited in claim 12 wherein the first sorting
key corresponds to alphabetical sort.

14. A method as recited in claim 12 wherein the second
sorting key corresponds to a date sort.

15. A method as recited in claim 1 further comprising
changing the first playlist of the first storage device to form an
updated first playlist;

communicating the updated first playlist to the aggregation

server;

forming an updated index list corresponding to the first

playlist; and

communicating the index list to the first aggregation client.
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16. A method as recited in claim 15 further comprising
forming an update version corresponding to only the updated
index list and communicating the update version to the first
aggregation client.

17. A system comprising:

a first storage device having a first playlist comprising first

playlist data corresponding to stored content;
a second storage device having a second playlist compris-
ing second playlist data corresponding to stored content;

an aggregation server in communication with the first stor-
age device and the second storage device receiving the
first playlist and the second playlist, said aggregation
server aggregating the first playlist data and the second
playlist data to form an aggregated playlist having
aggregated playlist data, forming an index list corre-
sponding to the aggregated playlist; and

afirst aggregation client in communication with the aggre-

gation server receiving the index list from the aggrega-
tion server.

18. A system as recited in claim 17 wherein the first storage
device and the aggregation server are each disposed within a
first set top box.

19. A system as recited in claim 17 wherein the aggregation
server is disposed within a first set top box and the first
aggregation client is disposed within a second set top box.

20. A system as recited in claim 17 wherein the aggregation
server is disposed within a computer and the first storage
device is dispose within a set top box.

21. A system as recited in claim 17 wherein the first aggre-
gation client sorts the index list.

22. A system as recited in claim 17 wherein the first aggre-
gation client predicts indices from the index list that corre-
spond to a visualization buffer.

23. A system as recited in claim 22 wherein the first aggre-
gation client predicts indices larger than required for a screen
display for the visualization buffer.

24. A system as recited in claim 22 wherein the first aggre-
gation client requests playlist data from the aggregation
server based on the indices corresponding to the visualization
buffer.

25. A system as recited in claim 17 wherein the first aggre-
gation client has a display associated therewith, said first
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aggregation client selecting a display entry and communicat-
ing indices corresponding to the selection to the aggregation
server;

said aggregation server communicating at least one of the

indices to the first storage device; and

said first storage device communicating content corre-

sponding to the selection to the first aggregation client
through a network.

26. A system as recited in claim 25 wherein the first storage
device communicates content to the first aggregation client
directly through a network.

27. A system as recited in claim 25 wherein the indices
corresponding to the selection comprise a playlist holder
identifier and a recording identifier.

28. A system as recited in claim 17 wherein the first aggre-
gation client comprises a map for converting indices to a IP
address for the first storage device.

29. A system as recited in claim 17 wherein the index list
has a first data size less than a second data size for the aggre-
gated playlist.

30. A system as recited in claim 17 wherein the index list
comprises a first sorting key and a second sorting key and
wherein the first aggregation client sorts the index list using
the first sorting key at the first aggregation client.

31. A system as recited in claim 30 wherein the first sorting
key corresponds to alphabetical sort.

32. A system as recited in claim 30 wherein the second
sorting key corresponds to a date sort.

33. A system as recited in claim 17 wherein the first storage
device changes the first playlist to form an updated first play-
list and communicates the updated first playlist to the aggre-
gation server;

said aggregation server forming an updated index list cor-

responding to the first playlist and communicating the
index list to the first aggregation client.

34. A system as recited in claim 33 wherein the aggregation
server forms an update version corresponding to only the
updated index list and wherein the aggregation sever commu-
nicates the update version to the first aggregation client.
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